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Abstract: Learning to forecast stock prices and trends is 

more common than ever in the era of big data. We 

created a machine learning-based model to forecast 

stock price changes using ten years' worth of stock 

market data from Google. The proposed comprehensive 

solution includes stock trade preprocessing datasets, 

using an unique deep learning-based stock trend 

forecasting model in conjunction with a variety of 

feature engineering methodologies. We perform in-

depth evaluations of commonly used machine learning 

models. The technique is very accurate overall at 

predicting stock market trends. The thorough design 

and evaluation of prediction period durations, 

engineering functions, and data pretreatment techniques 

contribute to the finance and technology academic 

researchers. Keywords: forecasting, machine learning, 

stock market trends, 

 

I. INTRODUCTION 

In the stock market, there is an environment that is both 

unexpected and turbulent where investors constantly seek 

ways to maximize their profits through informed decision-

making. As a result, financial research has begun to focus 

more on stock market forecasting. Numerous methods and 

techniques are developed to help investors anticipate future 

trends and make informed investment decisions. 

Machine learning, which uses mathematical and statistical 

models to evaluate massive amounts of data and generate 

predictions based on patterns and trends, is one of the most 

promising methods for stock market forecasting. In this 

research paper, we will explore the performance of five 

popular machine learning models for stock market 

prediction: Support Vector Machines (SVM), Neural 

Networks (NN), Recurrent Neural Networks (RNN), 

ARMA-LSTM hybrid model, and Deep Reinforcement 

Learning (DRL) model. 

SVM is a machine learning model which has gained 

significant popularity due to its ability to handle high-

dimensional data and its suitability for classification and 

regression problems. In order to make predictions about 

fresh data points, SVM first determines the hyper plane that 

maximally separates the data points in a particular dataset. 

Deep learning models NN and RNN have been very popular 

lately thanks to their ability to recognize intricate patterns in 

data. NN models are particularly well-suited for supervised 

learning problems, while RNN models are better suited for 

time-series prediction problems. Since they can find long-

term links in the data, RNN models have been demonstrated 

to be effective at forecasting stock prices. 

LSTM model from deep learning and the conventional 

Autoregressive Moving Average (ARMA) model are 

combined in the ARMA-LSTM hybrid model. The LSTM 

model is a deep learning model that can capture long-term 

interdependence in data, whereas the ARMA model is a 

statistical model that is frequently used for time-series 

analysis. Combining these two models can improve 

prediction accuracy compared to using either model alone. 

Finally, the DRL model is a new and emerging model that 

combines reinforcement learning and deep learning. This 

model learns from experience by taking actions and 

observing the resulting rewards or penalties. The DRL 

model has shown promising results in stock market 

prediction, as it can adapt to changing market conditions 

and learn optimal strategies. 

This research paper aims to provide an in-depth analysis of 

these five models for a stock market forecast. We will 

review the theoretical foundations of each model, as well as 

their strengths and weaknesses. We will also compare the 

performance of these models using 

real-world stock market data and evaluate their prediction 

accuracy, efficiency, and robustness. This research can 

assist investors and financial experts in the stock market by 

offering insights into the efficacy of various models for 

stock market forecasting. 
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II. LITERATURE SURVEY 

2.1 Stock Market Prediction Using Machine Learning 
V.K.S Reddy, a student at the S.N.I.S.T in Hyderabad, 

India, conducted the study. 

To predict the fluctuations of stock indices, the study 

proposed combining data gathered from several 

international financial markets in machine learning 

algorithms. A sizable dataset of values gathered from 

numerous international financial marketplaces is used by the 

SVM algorithm. 

Also, SVMs do not pose over fitting problems. Numerical 

results show high efficiency. This model produces higher 

profits compared to our chosen benchmark. 

 

  Technique Used ●  Support Vector Machine(SVM) with RBF kernel 

Comments 
• SVM algorithm not suitable for large data sets 

• When the data set has additional target classes that overlap, it does not 

function well. 

• The model relies on historical data for training and prediction 

• Lack of transparency 

• The model may be susceptible to overfitting 

 

2.2 Forecasting the Stock Market Index Using 

Artificial Intelligence Techniques 
Lufuno Ronald Marwala's research findings were submitted 

to the University of the Witwatersrand in Johannesburg. To 

forecast future stock market price indices, three artificial 

intelligence algorithms have been used. In this case, the 

JSE's aggregate price index was predicted using artificial 

NN, SVM, and a neuro-fuzzy system. This project's 

methodology involved estimating All Share Index future 

prices. Predicting the direction of future prices has been the 

topic of substantial studies utilising all three strategies. 

The amount of the price increase or decrease cannot be 

predicted by direction alone. The outcomes demonstrate that 

the index's price can be predicted by all three approaches. 

Compared to forecasting direction, price prediction is far 

more difficult. If it can be correctly forecast, it can offer 

additional insight into how stock values will move in the 

future. 

This study's other goal was to demonstrate the predictability 

of previous stock prices. They learned that data from 

historical stock prices can be analysed to predict future 

stock values. 

 

Technique Used ● Artificial intelligence methods like SVM, NN, and neuro-fuzzy systems 

Comments 
• Random walk method outperformed all the other techniques. 

• Focus on a specific stock market index 

• Data availability: 

• The study may have limitations in selecting the most appropriate technique 

for the specific dataset and research question. 
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2.3 Automated Stock Price Prediction Using Machine 

Learning 
The study was conducted by Mariam Moukalled and 

Wassim El-Hajj Mohamad Jaber at the American University 

of Beirut. 

Data for these models was gathered from two sources: (i) 

Reuters historical stock market data and (ii) news sentiment 

released for certain stocks. During the course of ten years, 

this information was gathered for four different strains. 

While calculating the technical characteristics and adding a 

sentiment, three options were taken into account. These 

three possibilities were also computed and utilised as raw 

data for the model. For prediction, the Al framework uses 

DNN, RNN, SVR, and SVM. Testing the suggested 

predictive model on the stocks of APPL, AMZN, GOOGL, 

and FB using data gathered from 01/01/2008 to 31/12/2017 

produced an accuracy of 82.91%. 

 

Technique Used ● Machine Learning 

 The performance of (SVM), (SVR), (FFNN), and (RNN) in forecasting the direction 

of the day's closing price in relation to the day's close price was compared. 

Comments ● Failed to create a risk management system to monitor the accuracy of 

predictions-based profitability. 

● The data were not grouped according to various timeframes. 

● Finally, it might aim to improve price prediction accuracy. 

 

2.4 Stock Price Correlation Coefficient Prediction with 

ARIMA LSTM Hybrid Model. 
Hyeong Kyu Choi, B, did the research work. A Student 

Dept. of Business Administration Korea University Seoul, 

Korea. 

LSTM recurrent neural networks were used to forecast 

nonlinear trends after employing the ARIMA-LSTM hybrid 

model to eliminate linearity in the ARIMA modelling step. 

According to test results, the ARIMA-LSTM hybrid model 

performs significantly better than similar financial models. 

The effectiveness of the model is verified over various time 

periods and asset combinations using several measures, 

including MSE, RMSE, and MAE. The value was almost 

half that of the constant correlation model, which was the 

best of the four financial models in the experiment. We can 

assume there is. ARIMA LSTM models are, therefore, of 

great importance as correlation coefficient predictors for 

portfolio optimization. 

 

Technique Used ● ARIMA-LSTM hybrid model 

Comments ● The testing results demonstrated that this model outperforms other 

comparable financial models by a significant margin. Model performance was verified 

using a variety of metrics, including the MSE, RMSE, and MAE, for both various 

periods of time and different asset pairings. 

● The Constant Correlation model, which in our experiment outperformed the 

other four financial models, saw values that were almost halved. 

● Prior to the year 2008, the experiment was not conducted. The model could 

therefore be vulnerable to certain financial circumstances that did not exist between 

2008 and 2017. 

 

2.5 A Deep Reinforcement Learning Library for 

Automated Stock Trading in Quantitative Finance 
Researchers Bowen Xiao, Christina Dan Wang, Qian Chen, 

Runjia Zhang, Liuqing Yang, Xiao-Yang Liu, and 

Hongyang Yang carried out the study. 

The FinRL library was presented in this article. For the aim 

of teaching and demonstrating automated stock trading, this 

DRL library was created especially for that purpose. 

Scalability, a complex market environment, and all-

inclusive tools for performance measurement, especially for 

quant investors and strategy developers, are the defining 

features of FinRL. Market simulators, trading agent learning 
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techniques, and successful methods can all be easily 

customised. FinRL follows a training-validation-testing 

flow for trading strategy design and provides automated 

back testing and benchmarking. Strategies that are 

repeatable and profitable in various situations utilising 

FinRL: single stock trading, multiple stock trading, and an 

internal method for stock information penetration. 

Implementing effective DRL-driven strategies is now 

simple, quick, and pleasant thanks to the FinRL library. 

 

Technique Used 

• Deep reinforcement learning (DRL) 

Comments 
• Unlike ML regression/classification models that forecast the likelihood 

of future outcomes, DRL uses a reward function to maximise future rewards. 

• Lack of interpretability of the DRL algorithms 

• Challenge of handling high-dimensional state variables due to the large 

volume of financial data 

• Difficulty of incorporating transaction costs and market impact into the 

reward function 

 

III. LSTM 

Recurrent neural networks (RNNs) with Long Short-Term 

Memory (LSTM) can deal with long-term dependencies and 

vanishing gradient issues that can occur with conventional 

RNNs. The first LSTMs were presented by Hochreiter and 

Schmidhuber in 1997 and have since become a well-liked 

tool in speech recognition, natural language processing, and 

time-series forecasting. 

LSTM is composed of three gates: an input gate, a forget 

gate, and an output gate..Although the forget gate controls 

the flow of data that needs to be deleted from the previous 

time step, the input gate controls the flow of new data into 

the memory cell. The output gate controls the cell's output 

based on the input that is currently being received and the 

condition of the internal memory. 

The LSTM solves the issue by adding extra memory cells 

and gates that enable the network to choose forget or 

remember data from earlier time steps, enhancing its 

capacity to detect persistent dependencies in data. 

 
Four interconnected layers are found in the repeating 

module of an LSTM. 

 

LSTM Step by Step Walkthrough 

(Long Short-Term Memory) is a recurrent neural network 

designed to handle the vanishing gradient problem and 

effectively capture long-term dependencies in sequence 

data. Here is a step-by-step walkthrough of how an LSTM 

works: 

1. Input gate: The initial stage is deciding which input 
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sequence data should be saved in the state of the LSTM 

cell. The associated input element is eliminated if the 

gate output is close to 0, and retained if it is close to 1. 

The choice of fresh information to be stored in the cell state 

is made by the input gate. It starts with the conjunction of 

the previous hidden state, h(t-1), and the current input, x(t), 

and runs it through two different layers: a sigmoid layer to 

create an input gate activation vector, i(t), and a tanh layer 

to create a candidate cell state vector, c. (t). 

 

The input gate and candidate cell state layers' respective 

weight matrices are Wi and Wc, whereas the bias vectors 

are bi and bc. 

 

 
 

2. Forget gate: Next, the LSTM cell decides which 

information to forget from the previous state. A forget 

gate is used to do this; it accepts as inputs the previous 

hidden state and the current input vector and outputs a 

value between 0 and 1 for each component of the 

previous state. The matching state element is ignored if 

the gate output is close to 0, and maintained if it is close 

to 1. 

The forget gate makes the choice of what data to remove 

from the cell state. It concatenates the current input, x(t), 

with the prior hidden state, h(t-1), and then applies a 

sigmoid function to create a forget gate activation vector, 

f(t). 

 

Wf is the forget gate's weight matrix, while bf is its bias 

vector. The forget gate activation vector values are kept 

within the range of 0 and 1 thanks to the sigmoid function. 

 

 
3. Update gate: The LSTM cell then determines how 

much new information from the input should be added 

to the current state.  

4. An update gate is employed in this process. Its inputs 

are the current input vector and the previous concealed 

state, and its output is a new candidate state vector.The 

amount of the candidate state vector that should be 

eliminated or added to the existing state is decided. By 

merging the prior cell state, C(t-1), the forget gate 

activation vector, f(t), and the candidate cell state 

vector, c, the cell state, C(t), is updated (t). 
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5. Output gate: Finally, the LSTM cell decides what 

output to produce based on the updated state. This is 

done using an output gate, which takes the updated state 

and the current input vector as inputs and outputs a 

value between O and 1 for each element of the updated 

state.  

 

The output gate makes the choice of what data to output 

from the cell state. It concatenates the updated cell state, 

C(t), the current input, x(t), and the prior hidden state, h(t-

1), as input and runs it through a sigmoid layer to create an 

output gate activation vector, o(t). It then creates a new 

hidden state, h(t), by passing the modified cell state through 

a tanh layer . 

Here, the output gate layer's weight matrix (Wo) and bias 

vector (bo) are both present. 

 

 
 

6. Hidden state: The final output of the LSTM cell, which 

is transferred on to the following time step or network 

layer, is its hidden state. 

7. Memory cell: The forget gate, input gate, and update 

gate are combined to update it, which is in charge of 

storing and transmitting information between timesteps. 

 

Overall, the LSTM architecture allows for the selective 

retention and updating of information in the memory cell, 

which makes it effective for modeling long-term 

dependencies in sequential data. 

 

2.6 Algorithm 

This section details the algorithms that are used: 
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IV. RESULTS 

4.1 The dataset 
This section describes the data that was obtained from open 

sources and the most recent data file created. Since there are 

many different types of stock market data, we first analysed 

comparable publications from the survey of economic 

research papers to identify the best methods for gathering 

data. We recommended using a dataset data structure after 

data collection. Following, we provide a detailed description 

of the dataset, including information on its data structure 

and the tables that each data category contains. 

 

Data Structure: 
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V. CONCLUSIONS 

Data extraction and Google preprocessing stock market 

dataset, engineering tasks, and a model for forecasting stock 

price movements based on long-short-term memory are all 

included in this study (LSTM). We gathered organised, 

clean data on the Google stock market for ten years. The 

LSTM prediction model acquired a high prediction accuracy 

that beats leading models in most similar works. The system 

adapts by developing a feature engineering technique. Also, 

we thoroughly evaluated this job. By evaluating the most 

extensively used machine learning models with our 

recommended LSTM model inside the design part of our 

proposed system, we derive numerous heuristic findings that 

might be future research challenges in technological and 

financial research. In contrast to previous attempts, the 

approach we propose is a fresh adaptation in that, rather of 

just developing another cutting-edge LSTM model, we 

constructed a tailored and personalised deep learning 

prediction system by combining sophisticated feature 

engineering with LSTM. By analysing the findings from the 

earlier sections, we get to the conclusion that the 

performance of the model can be significantly enhanced by 

developing a feature expansion method prior to recursive 

feature elimination. 

Obtaining more thorough study on how technical indices 

affect various period durations is one potential future 

research path. When the most modern sentiment analysis 

methodologies are integrated with feature engineering and 

deep learning models, a more intricate prediction system 

that is trained on a variety of information, such as tweets, 

news articles, and other text data, has enormous potential for 

advancement. 
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